
An introduction to 
Natural Language Processing

Semana de Infromática - FEUP
Porto, 29th October

Pedro Balage



Pedro Balage

● Lead Data Scientist @ Farfetch - Search team

● Research and Industry experience in NLP

● Affiliated to Instituto de Telecomunicações

● Member of organization for the Lisbon Machine Learning School (LxMLS)



Why Natural Language Processing?

● Natural Language Processing 

(NLP) is a subfield of Artificial 

Intelligence that is focused on 

enabling computers to 

understand and process human 

languages, to get computers 

closer to a human-level 

understanding of language. 



Why Natural Language Processing?

https://www.kaggle.com/surveys/2017

“The next big step for Deep Learning is 
natural language understanding, which 
aims to give machines the power to 
understand not just individual words but 
entire sentences and paragraphs.”

Yann LeCun, June 2015



Why should I consider NLP for my career?

Source: Forbes - 2017 AI Index Report
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The development of NLP has a very fast pace!

Source: Forbes - 2017 AI Index Report



What can I do with NLP?



Classification

● Text classification

● Spam classification

● Sentiment analysis



Sequence Labeling

● Part-of-Speech Tagging

● Chunking

● Named-Entity Recognition



Parsing

● Syntactic parsing

● Semantic parsing



Summarization

Summaries can be:

● Extractive

● Compressive

● Abstractive



Machine Translation



Question Answering

● Question Answering

● Conversational Agents (Chatbots)



Why deep learning 
approaches to NLP?





Neural approaches are now state-of-the-art



Googe’s Neural Machine Translation is 
a better way to translate text.

Industry already adopted deep learning



Traditional Machine Learning
● Representation

○ Representation of my data in a feature space

● Hypothesis Model

○ Machine Learning algorithm to split the space

● What do I want to do?

○ Regression, Classification, Clustering

● Do I have data?

○ Supervised, Unsupervised, Semi-supervised



● Traditional Machine Learning (TML)
○ Focus on feature engineering

● Deep Learning (DL)
○ Focus on automatic learning word representations

Deep Learning vs Traditional Machine Learning



Representation Learning
Words



How to represent my words?
● Local representations

● Problems with this representation?

○ Sparsity

○ Vectors don't capture 

similarity properties.
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● Distributed representations (embeddings) 

● Advantages of this representation?

○ More compact vectors

○ Capable of capturing similarities



Word2Vec (2013)

NLP is simply awesomeNLP is simply awesomeNLP is simply awesome

what I want to predict 



Word2Vec (2013) 

● Final result is an embedding matrix that represents N 

words 

● Is able to capture semantic relations between words

● Out of vocabulary (OOV) problem: How do I 

represent words that I haven’t seen during training? 



Embedding representations



Other types of representations
● Character embeddings ● Subword embeddings



NLP Libraries



NLP Python Libraries



Advanced Neural 
Architectures



Recurrent Neural Networks

More: 
http://colah.github.io/posts/2015-08-Understanding-LSTMs/



More: 
http://colah.github.io/posts/2015-08-Understanding-LSTMs/Detailed comparison:

https://www.slideshare.net/YanKang/rnn-explore-71268007

Recurrent Neural Networks



Language Modeling



Seq2seq

More: 
http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Advanced topics



Transformer

More: 
http://colah.github.io/posts/2015-08-Understanding-LSTMs/



BERT



Additional Pointers



Additional Pointers

● https://www.coursera.org/learn/language-processing


